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An equality was recently proved relating energy dissipation to the difference of the response and velocity
correlation functions for a class of Langevin equations. We generalize this for the physically important case of
particles in a fluid, where bath fluctuations are nonlocal in time due to hydrodynamic modes. We also show that
the inclusion of a mass term does not alter the result and provide a simple physical interpretation of the original
equality.
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Fluctuations in an equilibrium state are essential to the
description of the state in statistical mechanics. However,
these fluctuations also raise questions about how to under-
stand the second law of thermodynamics, as the change in
entropy in any process can sometimes be negative as a result
of fluctuations. A quantitative measure of such anomalous
entropy changes, the fluctuation theorem, was proved �1� for
a nonequilibrium steady state, motivated by earlier numerical
results for a shear stress model �2�. This theorem was subse-
quently extended to transient processes in an equilibrium
state �3�, and to transitions between nonequilibrium steady
states �4�. A related identity for the work done in going from
one equilibrium configuration to another was proved �5�; the
connection between the transient fluctuation theorem and the
Jarzynski equality �5� has been demonstrated �6� and clari-
fied �7�. Although originally proved for Hamiltonian sys-
tems, the fluctuation theorem was later shown �8� to include
Langevin dynamics; a simple proof of this result can be ob-
tained �7�. Experimental measurements have been made on
colloidal particles and macromolecules �9,10� and on driven
granular gases �11�, which have large fluctuations.

Related to the understanding of nonequilibrium entropy
fluctuations is recent work by Harada and Sasa �12�, who
have obtained an identity for nonequilibrium steady states
that relates the rate of energy dissipation to deviations from
the fluctuation dissipation theorem �13�. In equilibrium, both
of these quantities are zero. This result was derived for a
massless particle described by a Langevin equation,

�ẋ�t� = F„x�t�,t… + ��t� + �fp�t� . �1�

Here F(x�t� , t) is the force from an underlying potential. It is
required to be of a form that gives a well-defined steady state
velocity distribution, with an average vs. ��t� represents ther-
mal noise, has zero mean, and is Gaussian, satisfying

���t���t��� = 2�T��t − t�� . �2�

The last term on the right-hand side of Eq. �1� is included in
order to compute response functions even though it is zero
for the unforced dynamics.

Now define the autocorrelation function for velocity fluc-
tuations when �=0,

C�t� = ��ẋ�t� − vs��ẋ�0� − vs�� . �3�

Let us now consider the response to an arbitrary forcing rep-
resented by the last term in Eq. �1�. For sufficiently small �
we expect that the response to it will be linear, so that

�ẋ�t��� − vs = ��
−�

t

R�t − s�fp�s�ds + O��2� , �4�

where the left-hand average denotes an ensemble average
over thermal noise realizations.

The rate of energy dissipation J�t� is a straightforward
extension of the one used previously �12,14�.

J�t�dt � 	F�x�t�,t� + �fp�t�
 � dx�t� . �5�

Because the system is in steady state, the kinetic energy av-
eraged over different realizations of the noise � is time inde-
pendent. �Jn� is the average power dissipated into heat.

With these definitions, Ref. �12� derives a theorem for
systems with dynamics satisfying Eq. �1�

�J� = ��vs
2 + �

−�

� d�

2�
�C��� − 2TR������ , �6�

where the left-hand side is the average power dissipated,
C��� is the Fourier transform of C�t�, and R���� is the real
part of the Fourier transform of R�t�.

One restriction on this result is that it assumes that the
heat bath, or thermal noise, is white noise. In reality, for a
particle in a fluid, thermal noise at different times will have
nonzero correlations where hydrodynamic effects result in
long-time tails to the autocorrelation function of the noise
�15�. These long-range correlations have qualitative effects
on macromolecular dynamics where they substantially alter
dynamic scaling exponents, shortening correlation times and
diffusion coefficients �16,17�, for instance, in protein dynam-
ics �18�. Because of their dynamical effects, they are impor-
tant for chemical reactions in the liquid phase �19�. The dy-
namics of complex systems such as spin glasses, when
reduced to simplified equations, have a noise term with non-
trivial correlations �20�. A Langevin equation with a memory
kernel is also found to be applicable for a sphere in an up-
ward flow of gas, even though the system is a driven one and
is far from equilibrium �21�. Thus it is important to consider
whether the limitation of white noise in Eq. �1� can be over-
come. However, for the examples cited, the thermal noise is

PHYSICAL REVIEW E 74, 026112 �2006�

1539-3755/2006/74�2�/026112�4� ©2006 The American Physical Society026112-1

http://dx.doi.org/10.1103/PhysRevE.74.026112


still Gaussian, so we shall retain this assumption.
In this paper, we generalize the result of Eq. �6� to the

case of correlated thermal noise. We do so using a simple
and powerful theorem for stochastic processes. As a by-
product, the result obtained in Ref. �12� for white noise is
derived very easily. We also discuss the effect of including a
mass term, mẍ, in Eq. �1�.

With correlated thermal noise, Eq. �1� is generalized to

�
−�

�

dt���t − t��ẋ�t�� = F„x�t�,t… + ��t� + �fp�t� , �7�

where the Fourier transform of the correlation function of
��t� satisfies

C���� = 2T����� , �8�

where ����� is the real part of ����. The damping function
��t− t�� is zero for t� t�. If we evolve the particle according
to Eq. �7� in small time steps 	t, the change in x in any time
interval is given by


i

�ni	xi = F̃n	t + 	Vn + �fn
p	t . �9�

Here 	xn=xn+1−xn, and F̃n is equal to 1
2 �F�xn+1�+F�xn��,

using Stratanovich dynamics appropriate for the massless
Langevin equation. 	Vn is the noise force integrated over the
time interval 	tn and �ni is the corresponding integral of the
damping function. The discretized form of Eq. �8� is

�	Vn

	t

	Vj

	t
� =

T

	t
��nj + � jn� . �10�

Since �nj is the integral of ��t− t�� over a small time interval
in t, it is O�	t� for a general smooth damping kernel. How-
ever, for white noise, ��t− t��=���t− t��, and �nj =��nj. Both
sides of the equation depend on n , j only through the com-
bination n− j. If we Fourier transform both sides, the sym-
metrization of �nj with respect to its arguments results in
2T����� on the right-hand side, in agreement with Eq. �8�.

The power expended in the nth time interval by the un-
derlying potential which causes the force F is the same as in
Ref. �12�

Jn = F̃n
	xn

	t
, �11�

with corrections that vanish in the 	t→0 limit �22�. Follow-
ing the procedure in Ref. �12�,

�Jn� = 
i

�ni�	xn

	t

	xi

	t
� −

1

	t2 �	Vn	xn� + O�	t1/2� .

�12�

Our task is to simplify the second term on the right-hand
side. We use a theorem due to Novikov �23� and also Furutsu
�24� for Gaussian stochastic processes

�	xn	Vn� = 
j

�	Vn	Vj�� �	xn

�	Vj
� . �13�

This equation is analogous to Wick’s theorem in field theory.
Since 	V and fp appear together in Eq. �9� �for all n�, it is
clear that

� �	xn

�	Vj
� =

1

	t� �	xn

��f j
p� =

1

	t

�

��f j
p �	xn� . �14�

To evaluate the right-hand side of Eq. �14�, we use the
definition of the response function

1

	t
�	xn�� = vs + �	t

j

Rnjf j
p, �15�

where an ensemble average has been performed on the left-
hand side, and Rnj is the discretized form of R(�n− j�	t) of
Eq. �4�. Using this result in Eq. �14�, substituting in Eq. �13�,
and then in Eq. �12�, we see that

�Jn� = 
i

�ni�	xn

	t

	xi

	t
� − 

j

�	Vn	Vj�
	t

R„�n − j�	t… .

�16�

In Fourier space, in the continuum limit this equation is
equivalent to

�J� = �
−�

� d�

2�
������C��� + vs

2� − 2T�
−�

� d�

2�
�����R���� ,

�17�

where, since C��� is a symmetric function of �, we can
replace ���� by its symmetric part �����, and similarly for
����� and R���. This is the main result of this paper.

With the general result in Eq. �17�, it is easy to extend the
analysis to the case when the particle has a finite mass. In
Fourier space, this just corresponds to an extra im� term in
����. Since Eqs. �8� and �17� only depend on the real part of
����, the result is unchanged by the mass term.

At the expense of slightly more complex notation, this
method also easily generalizes to the case of many particles
recently considered by Harada and Sasa �25�. We consider a
generalization of their many-body Langevin equation, to al-
low for a nonlocal damping function

�
−�

�

dt��i�t − t��ẋi�t�� = Fi�	xj�t�
,t� + �i�t� + �fp,i�t� ,

�18�

where there are now N particles labeled by the superscript i.
As before, �i can also contain inertial effects. As usual,
��i�t�� j�t���=0 for i� j. Here we have applied a separate per-
turbative force to each particle ��fp,1�t� , fp,2�t� , . . . , fp,N−1�t��.
The force on the ith particle Fi can depend arbitrarily on all
the coordinates.

The response ensemble averaged over � in the presence of
these perturbative forces is now generalized to
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�ẋi�t��� − v̄i = �
j=0

N−1 �
−�

t

Rij�t − s�fp,j�s�ds + O��2� . �19�

The autocorrelation function for velocity fluctuations
when �=0, generalizes to

Cij�t� = ��ẋi�t� − v̄i��ẋj�0� − v̄ j�� . �20�

The power dissipated by the ith particle Ji�t� is the gen-
eralization of Eq. �5� with particle labels added so that upon
discretization, Eq. �11� becomes

Jn
i = Fi˜

n

	xn
i

	t
+ O�	t1/2� . �21�

The total power J, is the sum of these terms over all the
particles.

Following the same procedure as in the one-particle case,
we evaluate �	Vn

i 	xn
i � by using the theorem of Furutsu and

Novikov to relate this to the autocorrelation of �, that is Vn
i

and the averaged partial derivative

� �	xn
i

�	Vm
i � =

1

	t
� �	xn

i

��fm
pi� =

1

	t

�

��f j
pm �	xn

i � . �22�

Using the discretized version of Eq. �19�, we can then evalu-
ate this derivative, yielding 	tRii�n−m�. Following the same
steps as in the one-particle case, this leads to

�J� = 
i=0

N−1 �
−�

� d�

2�
��i���	Cii��� + v̄i2 − 2TRii����
 , �23�

which is a generalization of the equation derived in Ref.
�25�.

For the case of white noise, since ���� is independent of
�, we recover Eq. �6�. In this limit, both terms in Eq. �17� are
divergent because the integrands tend to nonzero constants at
large �. However, the difference is finite. In fact, with white
noise the whole derivation simplifies considerably, since
most of the summations over indices are eliminated. Note
that for white noise with finite mass, Eq. �6� is unaltered, but
the dynamics is affected by the mass term and the two parts
of the integral are both finite.

With white noise, it is also possible to easily understand
Eq. �6� physically. Equation �12� simplifies to

�Jn� = ���	xn

	t
�2� −

1

	t2 �	Vn	xn� + O�	t1/2� . �24�

As before, the second part of the right-hand side needs sim-
plification. From Eq. �1�, we observe that for a single time
step it is sufficient to linearize F�x�t� , t� as F0−F1�x−xn�,

where F0,1 depends on xn and t. This is because in a time
interval 	t, 	x�O�	t1/2�, so that this linear approximation
is sufficient to obtain xn+1 to O�	t3/2�. With this linear ap-
proximation, it is straightforward to verify that

�	xn

	t

	Vn

	t
� = 2�T� 1

	t

1

� +
1

2
F1	t� , �25�

where the expectation value is an average over the thermal
noise. Also, the instantaneous response function before per-
forming an ensemble average is

Rxn
�0� =

1

	t

1

� +
1

2
F1	t

. �26�

Comparing the right-hand sides of Eqs. �25� and �26� and
substituting this into Eq. �24� yields

�Jn� = ���	xn

	t
�2� − 2T�R�0� , �27�

and thence Eq. �6�. A similar analysis is possible for the finite
mass case.

A natural experimental system where this result should be
directly applicable is that of a particle in a fluid moving in a
thermal ratchet �26�. The applicability of the fluctuation dis-
sipation theorem to such systems �27� and more generally to
tilted periodic potentials �28� has already been the subject of
experimental investigations. Therefore we believe that it
should be interesting to attempt to verify this equality using
similar experimental systems.

In conclusion, we have generalized the equality of Harada
and Sasa �12� to include the case of a particle in a fluid. Their
proof was only for the white noise case, that is, for a Lange-
vin equation without a memory kernel, which therefore omits
the long-time tails present in the autocorrelation function of a
liquid. Our proof follows a different approach to the one
originally presented and instead utilizes the identity Eq. �13�
to relate fluctuations to response. Using this method we were
also able to easily extend this to the case where the particle is
given a finite mass. We also showed that it is possible to
extend these results to the case of a many-body system with
analogous Langevin dynamics in a straightforward manner,
obtaining a generalization of a previous equality �25�. Fi-
nally, we observed that in the white noise case first consid-
ered in the original proof �12�, the equality can be written in
the time domain, in which case it is local in time as it only
involves the instantaneous response to the perturbation fp.
This leads to simple and physically intuitive derivation of
their important result.
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